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1. letX=o al:no:st surely. Suppose E(X') and E{X") exist, where o >0. Then E(X%) E(X) is:
5 o
" (A) <E(X™Y) (B 2EXY)  (C).=E(X™") (D) = E(X)/E(X)
2. Each of the components in the following system functions independently with probability .6.

10m=
1 \d
e
....O A
: s
The probability that the system functions adequately is:
(A) .72 (B) 1296 (C) .5904 (D) .28

3. Let X and Y be random variables. The inequality (E (X + Y))? < ( E(X)"7 + ( E(Y)"”?
(A)  Does not hold (B) Holds for any X and ¥ {C) Holds only if X and Y are non-negative
(D) Holds only if X and Y are degenerate.
4. The value of k for which the function f(x, y) = kx(x-y}, U<x'<1, -X<y<x, is a joint density is:
(A) 2 (B) 1 () 24 (D) 4 -
Three items drawn from a lot containing 5 items were found defective. The probability that
all the items in the lot were defective is:

Ll

(A)  4/5 (B) 1/2 (C) 2/5 (D) 2/3

6. The joint probability density function (pdf) of (X,Y) is f(x,y) = 2, O<x, O<y, x+y <1. The value of
P(X+Y=1/2) is: '

(A} 2/3 (B) if2 (€} 4f9 {D) 5/9

7. Asimple random sample of size 6 was drawn with replacement from a lot containing 5
defective and 10 non-defective items. Let random variable X denote the number of non-
defective items in the sample. The value of E{X) is:

{A) Z (B) 5 {C) 6 (D) 4

8. LetX,, .., X, be a random sample from uniform distribution over the interval (0, 1).Let
random variable N; denote the number of sample observations in the interval (a;, by}, where
a,= (i-1)/k, by = a+1/k, i = 1, ..., n, k >0, Covariance between N; and Ng is:

(A) n/kd (B) -1/K () /K. (D) i

A single sampling plan with c=14 is used by taking a sample of size 225 items from a lot
consisting of 2200 items. The probability of accepting this lot is .83 when the lot quality is
05. Answer questions 9 and 10 using this information.

9. The average total inspection (AT1), rounded off to nearest whole number, is:
(A) 110 (B) 1826 (C) I187 (D) 561

10. The value of average out going guality (AOQ) is:
(A) 0415 (B) .558 (C) 110 (D) .05

11. A simple random sample of 4 items was drawn without replacement from a lot containing 4
defective and 6 non-defective items. Let random variable X denote the number of non-

defective items in the sample. The value of E{X) is:

(A) 36 (8) 4 ) 16 (D) 2



12. Let random variable X follows Uniform distribuﬁon over the interval (0, 4). The value of
P(X> 2] 1< X<3.5) is:
{A) 3/8 {(B) 1/2 (C) 3/5 {D) 2/5

13, Let Xy, ..., X, be iid Bernoulii variates with parameter p {0< p<1). Let X = X; + ..+ X,. An
UMVUE of p + p(1-p) is:

(A)  X/n+X{¥-n)/n’ (B) X{n-X)/n(n-1) (C) X{n-X)/n? (D) X/n+ X[n-X)/n(n-1)
14. The basic purpose of bootstrap method of estimation is to:

(A) Decrease Bias (B) Decrease Variance (C) Decrease MSE (D) Increase ARE

15. Let X; and X5 be iid standard exponential random variables. The value of P {X, >X;] is:

(A)  3/4 (B) 1/a () 2/3 (D) 1/2

~16. In stratified simple random sampling the Variance of stratified sample mean is minimum for

]

fixed total sample size n if m; a NS, The value of constant of proportionality is:
(Al nS/N(B) NS/DLN,  (Q)NS/YLS, (D) NSNS,

17. Let Ty, be the rth order statistic associated with a random sample of size n from an
exponential distribution with mean 0. The value of E(T1/6) Is:

(A) 0 (8) B/n-rtl  (C) im_n—f-n) ey n—i+l)
i=1 =1

18. In cluster sampling, we take random sample:

{A) of clusters alone (B) from each cluster (C) of clusters and then take samples from
selected clusters (D) from entire population

13. Letr be the number of components which fail before fixed time T° out of n components
under Type-1 censoring. Let T he the total life time observed and that the life times of

components are lid exponential random variables with mean 8. The minimal sufficient
statistic for 8 is:

(A) (r, n) (8) (n,T) (€) (n, 1, T) (D) (r, T)

20, Let Y and X, respectively, be the study and auxiliary variables. We prefer ratio estimator if Y
is:

(A) Independent of X (B} non-linearly related to X (C) proportional to X (D) proportional to
a linear function of X

21. Let X, ..., X, be a random sample from an exponential distribution with location parameter
: "
wand scale parameter 8, Let T= min { X5, ..., X) and S = Z(X,. ~TYH(n—1).The
i=l .
distribution of 2n (T-p}/Sis:
(A) Chi-square (B) F (C) Gamma (D) Beta
22. Let X be a random variable such that £(e™) exists for a>0. Then P(X2 1) is:

(A) <E(e™)/ e (B)2E(™/e’ (C)zE(E™)/ e (D)< e™ E(e™)

>




23. Let { X} be a sequence of independent random variables such that E(X,)=p, and var(X)) =0, I=

1, .., n.Define Y, = (X; +...+X,)/n and &, = (p; + ..+ p)/n. If Z:y, /n*->0asn->eotheny,

iw}
converges to §, :

(A) in mean (B) in probability (C)in distribution (D) almost surely.
24. Let {T,} be a sequence of statistics such that ,ﬁ;{ 1., — @) follows normal distribution with
mean zero and standard deviation o(0). Let g{x) be a function of single variable admitting

first derivative g'(.v). The asymptotic distribution of J;(gt'T,,) ~ g(@))/ a(8) is normal
with variance

(A) 1 (B) g(0) (© (gW) (D) g'(@)/(o®)
25. Let A be the set of elements commaon to infinite number of events of the sequence of
events {A,}. Then Z P(A,) < == implies that the value of P(A) is:

(A) 1 (8) 0 (C) intheinterval (0,1) (D) greaterthanO
26. Let X be any random variable with E(X) < ==. Then E(X) is
(A) <log, (E(e")) (B) 2 log. (E(e*)) (C) e™2E(e”) (D) <log. (e™")
27. The probability mass function (pmf) of a discrete random variable X is p(x) = 2*, x= 1, 2, .....
; The value of E(X) is: '
(A) 1/2 (B) 2 (C) not defined (D) 4

28. The joint probability density function of (X,Y) is f{x,y) = %, |x| <1, |y| <1. The value of P[ X” +

Y? <9/16] is:
(A) 3/4 (B)3/16  (C) 9/6a (D) 9/16
The joint pdf of (X,Y) is f(x,y) = {e *%*y"}/ 144, x>0, y>0. Define the random variables U=
X/(X+Y) and V= X+Y. The Jacobian of transformation to find the joint pdf of (U,V) is:
(A) u (B) 1 (C) v (D) uv
Let Ny(t) and N,(t) be two independent Poisson processes with rates 1, and 1, , respectively.
The conditional distribution of N,(t) given N(t) + N,(t) = n is:
(A) Binomial  (B) Geometric  (C) Hypergeometric (D) Negative binomial
31. Let X and Y be two random variables with cdf Fy(x) = F(x-py) and Gy(y) = F(y-py), where F is
any continuous distribution independent of parameters. If we write Gy(x) = Fx(x-8) then B is
equal to: :
(A) px_1y  (B) py- py (C)  pu/ by (D) 1y / pix
32. Let X and Y be two random variables with cdf Fy(x) = F(x/oy) and Gy(y) = F(y/oy), where F is
any continuous distribution independent of parameters. If we wrile Gy(x) = Fy(xB) then 8 is

29.

30.

equal to:
(A) ox. 0, (B) oy- Oy (C) oxfoy (D) oy/ oy
33. Let 5~ W (k, X). For fixed vector L the distribution of (L'L""L)/(L'S'L)is:
(A W(k-p, &) (B) (k-p) (€)X’ (k-p+1) (D) W(k-p-1, I)

Sn I.‘ where S5, 5, Sy; and Sy,

34. Let S~ W (k Z)and consider the partition of Sas5 = { i
S»n S»

are (pxp), (rx1), (rxs) and (sxs) matrices with r+s=p. Consider similar partition of 2 as X, ,

%, etc. The distribution of S;; =Sy, S, Sa fis:

(A) Chi-square with s df (B} Gamma with shape p (C) Beta (r,s) (D) Wishart with s df
35. In constructing 1/6 fraction of 2°x3 design suppose we take % fraction of a 2* experiment
by confounding ABC and a 1/3 fraction from a 3? experiment by confounding DE’F and
D’EF2. The total number of confounded contrasts will be:
(A) 3 (B) 4 € 5 (D) 7

(3>



36. Ina BIBD the number of experimental plots required is:

(A) vk (B) bk (C) vr (D) kr
37. All contrasts of treatments effects are estimable in a design if and only if the design is :
(A) balanced (B) connected (C) orthogonal (D) complete.
38. The transition probability matrix (TPM) of a Markov Chain {X,}, n= 1,2, ... with three states
1,2,310s
_ A5 4
P={ 6 .2 2
3 4 3
with initial probabilities as (.7 .2 .1). The vaiue of P(X; = 3, X,= 3, Xg= 2)is:
(n) .2 {(B) .04 (c) .01z (D) .09

39. Llety; and d;, respectively, be the mean recurrence time and period of state i of a Markov
Chain. The state 1 is said to be ergodic if:

(A) p=en {B) di>1 (C) py=eo,di>1 (D) py<eoo,d=1

40. The value of k for which the function f(x) = k is a uniform density in the region bounded by
curvesy=xand y=x’ for 0<x<1is
(A) 2 (B) 6 c) 4 (D) 1/6 _
41. Let P = (p;) be the TPM of a Markov Chain. This chain is said to be irreducible if:
(A) py>Oforall Wi.j (B) p!"" =0 Vi.j and somen (C) Zp.‘;" =1 for somen

1

it

(D) Zp'"' < | for ¥i and some n.
}

42. The probability distribution of random variable N, denoting the number of items in the
shipment, is: '
n (value of N): 10 5 20 25
P(N=n) ; .30 20 300 20
The probability is .10 that any shipped item is defective. Let random variable X denote the
number of defective items shipped each day. The expected value of X is
(A) 17 (B) 1725 (c) .17 (D) 1.7

n
43. Let Uy, ...,U, be iid standard uniform random variables. Define Y; = U;/ZU,. L= ,n.

F=
The random variables Yy, ..., ¥, are:
(A) Dependent  (B) Linearly dependent (C) Independent (D) Undefined

44. Two stage sampling is a compromise between two sampling schemes, namely:

(A) Stratified and simple random (B) stratified and cluster (C) stratified and systematic (D)
stratified and pps.

2 &

45. Let Yy, ..., Yo be independent random variables such that E(Y) =, Var(Y))=0%i=1,..,n
t o
Let tr(A) be the trace of matrix A, Y = (Yy, o0 Ya) Aand o= (g, o ). Then E(Y'AY) is:

(A) o’tr(A)rp'Ap (B) o’ tr(A) (C) w'An (D) o’u'tr(A)n

" 46. Let Xy, ..., X;o be a random sample from a continuous distribution with median M and
variance 4. Let random variable Y denote the number of sample observations greater than

M. The variance of random variable Y is:

(A) 10 (8) 5 (C) 20 (D) 40

4




47. Let f(x) = " and g(x) = e”. The value of j f(x)dg(x)is:

L1}

(A) -2 B) 2 (C) 1 (D) Odx

48 Let [, (x)be the empirical distribution function associated with a random sample X, ..., X,

from a continuous distribution with cumulative distribution function (CDF) F(x). The
variance of [, (x) is:

(A) FOxM1-F(x))/2 (B) Fx)(1-F(x))  (C) nF(x)(1-F(x)) (D) nF(x)/4

49. Let IF'(u) = 6, + (;’_,"{H”' — () =1)™), 0<u<1, be the inverse of a COF, where Os are all
positive parameters. The distribution is symmetric if:

{A} g; > 94 “.” 93= 9.1 [C) 1= 61 {D) 83 < 8‘

50. Let f(x) be the pdf associated with the cdf F(x) of a continuous non-negative random
variable X. This distribution is IFR if log. f{x) is:

(A) Convex {B) Linear {C) Concave (D) Non-ninear.

(5



